Abstract

This paper is designed to help network engineers, network planners, and network operations understand how to deploy Precision Time Protocol (PTP, or IEEE 1588). PTP is a next generation, packet-based timing protocol targeted for use in asynchronous network infrastructures based on packet transport technologies. This paper specifically focuses on the synchronization requirements for wireless backhaul applications across native Ethernet-based networks within the UMTS/GSM mobile wireless environment. It discusses the relevance of PTP within this paradigm, and describes some of the considerations that have to be taken into account for deployment of PTP into such a network. The paper also discusses some of the advantages and limitations of packet-based timing technologies, with specific reference to PTP.

Introduction

This paper is one of a series of White Papers and Application Guidelines produced by Symmetricom as part of an overall Framework for Synchronization and Timing in the Next Generation Network (NGN). These papers are intended to help service provider network architects, planners, and engineers design and deploy stable, robust Synchronization and Timing architectures to support applications and services that will be deployed on the NGN.

This document specifically addresses the application of the Precision Timing Protocol (PTP, standardized as IEEE Standard 1588 [reference 1]) to the frequency synchronization of GSM and UMTS-FDD basestations (i.e. keeping all basestations running at the same frequency). It covers the synchronization requirements, types of basestations, and guidelines for the deployment of PTP in the GERAN and UTRAN (i.e. the GSM and UMTS radio access networks). The document concentrates on the case where the basestation is connected over an Ethernet access technology.

Future documents will address other related applications such CDMA and CDMA2000 basestations, and WiMAX basestations, all of which require time synchronization in addition to frequency synchronization. They will also address the operation of PTP over alternative access technologies, such as xDSL and GPON.

GSM and UMTS Basestation Synchronization

One of the most common applications currently being cited for packet timing technologies such as PTPv2 is for the synchronization of various wireless telephony and data services, e.g. GSM, UMTS, CDMA, WiMAX etc. These are gradually transitioning from a TDM-based backhaul network to a packet-based network. This white paper examines the synchronization implications of the shift from TDM to packet network, and the consequences for the synchronization requirement.

GERAN and UTRAN Architecture

Figure 1 shows the architecture of the UTRAN (UMTS Transport Radio Access Network). The RNC (Radio Network Controller) is connected to the Node B (UMTS Basestation) over an interface called the lub. The GERAN (GSM/EDGE Radio Access Network) is similar, except that the basestation interface is called the Abis.
Typically, the Abis and the Iub interfaces have been TDM based, e.g. E1 or T1 interfaces. However, these are increasingly expensive when compared to packet networks, such as Metro Ethernet, or high speed DSL. Secondly, with the increase in data services to mobile devices, TDM-based backhaul connections are not sufficiently scaleable to keep up with the new bandwidth demands.

A third driver is the deployment of 3rd generation UMTS Node Bs alongside GSM basestations. If the Node B is going to require a packet interface, it reduces the operating cost to eliminate the TDM connection to the GSM basestation and run the GSM backhaul over the packet network.

**Synchronization of Basestations**

The problem with eliminating the TDM interface is that this is often used as a source of synchronization for the basestation itself. In order to permit correct handover between adjacent basestations in the presence of Doppler shift generated by a moving mobile handset, the RF frequency at a GSM or UMTS basestation must be accurate to within 50ppb of the nominal frequency at all times (3GPP TS 25.402, section 4.2, [3]).

Typically this frequency is derived from the knowledge that the TDM input clock will be traceable back to the wireline carrier’s PRC (Primary Reference Clock). Over the long term this makes an extremely accurate reference, better than 1 part in 1011. However, it may vary over the short term, and hence a PLL is used to filter this and ensure that the input to the RF circuits is well within the 50ppb requirement. Typically the output of the PLL will be stable to within 16ppb (according to various basestation manufacturers, see also the draft version of G.8261, Appendix IV.2.3, [4]). To achieve this, the reference input to the basestation PLL must also be stable to better than 16ppb over the time constant of the filter.

These requirements are shown in Figure 2. There is no exact specification on the network input frequency other than long term traceability, since that will depend on the manufacturer’s implementation of the basestation PLL. Some manufacturers filter the network input heavily to ensure the RF frequency is kept stable; certain others rely more on the network input stability.

**Figure 1**: UTRAN Architecture [Fig. 4 from 3GPP TS 25.401, reference 2]

**Figure 2**: Frequency Accuracy Requirements at the GSM or UMTS Basestation
When the TDM backhaul is replaced by a packet network, the synchronization requirement must be met by some other means. The operation of a packet timing technology such as IEEE1588 PTP [1] is one such possible means.

**Types of Basestation**

There are several types of basestations available to a mobile phone operator. The first is the large “Macro basestation” intended to serve a conventional cell. More recently, vendors have introduced “micro” or “pico” basestations. These are intended to enhance coverage on a small campus or inside a large building where signal penetration is weak. Finally, some vendors are now proposing a “femto basestation”. The object of these is to serve a single house or residential unit, backhauling across the owner’s internet connection, and removing the need for a fixed line phone.

**Macro Basestation**

The key feature of the macro basestation is that it requires a high-capacity backhaul, especially with advent of HSDPA (High Speed Download Packet Access) and HSUPA (High Speed Upload Packet Access). Therefore it is a good candidate for a Metro Ethernet backhaul right out to the basestation.

The central basestation PLL typically uses an ultra-stable DOCXO, filtering the input reference down to ~100µHz (according to some manufacturers). This can remove most frequency transients, relaxing the requirements on the input clock reference.

The frequency accuracy requirement at the RF output is 50ppb or better to permit handoff of calls between sites in the presence of Doppler shift caused by a handset moving at up to 250km/h. This leads to a long-term requirement of 16ppb on the reference interface.

Macro basestations connected over a Metro Ethernet network are good candidates for the use of PTP or other packet timing technologies to meet the synchronization requirement.

**Micro/Pico Basestation**

Micro or Pico basestations are typically deployed on a campus or in a building, e.g. at a large enterprise site. If it supports packet access [e.g. HSDPA or HSUPA], a high capacity backhaul is required. Therefore the basestation may be connected via Ethernet, although it is more likely to be deployed on a lower-cost access infrastructure, e.g. xDSL, GPON or EPON.

Normally the central basestation PLL still uses an ultra-stable DOCXO, although some manufacturers are trying to reduce the PLL and local oscillator cost here. Since on a campus or within a building, handsets are extremely unlikely to be moving at 250km/h, the frequency accuracy can be relaxed to 100ppb at the RF output. This reduces the constraint on the input reference to around 33ppb.

Micro or Pico basestations connected over a Metro Ethernet network are good candidates for the use of PTP. If connected over alternative access infrastructure, such as xDSL or GPON, the performance is degraded because of the characteristics of the physical layer, although the relaxation of the performance requirement does help.

This version of this document concentrates on the operation of PTP over an Ethernet access network. Further characterization of the performance of PTP over alternative access technologies such as xDSL is required, and will be addressed in future versions of this document.

**Femto Basestation**

These are small devices with a very short reach, deployed within individual houses or residential units. They are operated over consumer-grade access infrastructure, e.g. ADSL.

For these devices, the central basestation PLL is typically integrated into the PTP client itself. The local oscillator is a moderately stable TCXO at best due to cost constraints. Again, within a house the handsets are extremely unlikely to be moving at 250km/h, and the frequency accuracy at the RF output can be relaxed to 100ppb, reducing the constraint on the input reference.

Further characterization of the performance of PTP over access technologies such as ADSL is required, and will be addressed in future versions of this document.

**Summary Requirements**

A summary of the requirements for GSM/UMTS basestations is shown in Table 1.
Precision Time Protocol (PTP, IEEE1588)

The IEEE1588 Precision Time Protocol (PTP, [1]) enables the accurate distribution of time and frequency over a packet network. It was originally introduced to synchronize networked computer systems by using a master reference time source (or “server”) and a protocol by which slave devices (or “clients”) can estimate their time offset from the master time reference. It achieves this by sending a series of time-stamped messages between the central time server and the client devices. Over a suitable, well-designed network, it is capable of achieving time accuracy of better than 1 microsecond, and frequency accuracy of better than 10ppb.

A more in-depth description can be found in the companion paper, “Framework for Synchronization and Timing in Next Generation Networks: Packet Timing Technologies” [9].

PTP version 2

PTP was originally designed for the industrial automation and test and measurement industry, and has been in use there for several years. The standard was ratified in 2002 by the IEEE. In 2005 a new project was started to revise the standard, both to improve performance in its original intended application space, and to allow it to be used in telecom applications. PTP version 2 has been under development since then, and went to committee ballot in early July 2007.

The main changes from version 1 to version 2 are:
- Shorter message formats allowed
- Higher update rates allowed
- Specified transport over more network layer protocols, including UDP/IPv4, UDP/IPv6 and Ethernet
- Defined a security protocol for PTP (experimental)
- Defined the “transparent clock” concept, a means of compensating for the message delay through network elements

The Telecom Profile

Another concept introduced in PTP version 2 is the “PTP Profile”. This was born out of the recognition that different applications needed different options and subsets of the full PTP protocol. Therefore it was decided to allow standards organizations or industry bodies to create profiles for a specific application or groups of applications.

The “Telecom Profile” is currently under development by the ITU-T (Study Group 15, Question 13), to define the characteristics required in the telecommunications industry. Symmetricom is leading its development by co-authoring contributions to the relevant groups on the contents of the profile [see [5], [6]].

Allocating Performance Budgets

In packet timing protocols such as PTP, each of the elements of the system contribute noise that may degrade the quality of the output clock, as shown in Figure 3. For example, the Grand Master clock converts the reference clock into a series of timestamps carried in message packets. These timestamps will have a small but measurable inaccuracy, caused by quantization processes in the Grand Master. The network contributes its own noise, primarily in the form of variation in delay of the packets carrying the timestamps. The end equipment will also contribute noise as it regenerates the original clock from the packet flow, in particular from the local oscillator.
In order to determine the performance requirements for each of these different elements, some kind of budgeting process must be used to break down the overall application performance requirements. For example, the application requirements could be divided using a pyramid approach as follows (Figure 4):

In the central office domain, 10% is assigned to the grandmaster, i.e. 0.5 ppb; 40% to the packet network, i.e. 2.0 ppb; and 50% to the end equipment, i.e. 2.5 ppb. This budgeting process can be applied to the GSM/UMTS basestation synchronization requirement in the following way. Firstly, the 16ppb frequency accuracy figure is a peak requirement. It must therefore be de-rated to RMS since many of the measurement metrics such as TDEV and MinTDEV are RMS-based. In order to allow headroom for transient fluctuations, the peak requirement must be de-rated by at least 3, leaving approximately 5ppb. Secondly, the de-rated figure can be apportioned between the different network elements using the pyramid system as shown in Figure 4:

- 10% to the grandmaster, i.e. 0.5 ppb,
- 40% to the packet network, i.e. 2.0 ppb
- 50% to the end equipment, i.e. 2.5 ppb

Issues Affecting Timing Performance in Packet Networks

There are several phenomena in packet networks that can affect the performance of packet timing algorithms, such as PTP. These include:

- Packet Loss
- Packet Error
- Extended Packet Loss
- Packet Delay
- Packet Delay Variation

Packet Loss

Packet loss is not an issue for packet timing protocols such as PTP, because the slave servo mechanisms integrate over several seconds’ worth of data. The timestamps are all relative to a stable time references, not to the previous packet, therefore the slave can simply wait for the next packet to arrive to obtain the information it requires. Therefore the loss of an individual packet or even a group of packets will have little effect on the clock recovery performance.

Packet Error

Bit errors or corruption in the packet normally results in the packet being discarded due to a bad checksum or frame check sequence value. It is extremely unlikely that a packet with one or...
more bit errors will pass both the CRC check on the frame check sequence value, and the UDP or IP checksum tests. Discarded packets are treated as lost packets, and hence have little effect on the clock as described above.

Even if it does pass these two tests, the error may not be in the timestamp, and hence would not affect the clock itself. Even if the error is in the timestamp, the servo algorithm is likely to reject the packet because the timestamp is outside the expected range. If the errored timestamp does fall within the expected range, it is typically averaged with other timestamps, reducing still further the effect it may have on the clock itself.

**Extended Packet Loss**

Network outages may give rise to an extended period of packet loss, such as a temporary outage or period of congestion. If this occurs, the clock servo at the slave must go into a holdover mode, as with conventional clock mechanisms when the source is lost. This enables it to ride out the outage until the network is restored.

Path protection mechanisms, such as IP re-routing, should in general cause the path to be restored quickly, enabling the servo to re-lock without any degradation of the clock accuracy.

**Packet Delay**

The delay through a packet network can be several milliseconds, which is larger than in many traditional synchronization networks. However, this is still small compared to the filter bandwidths typically employed in the slave servos. Therefore this increased delay has no effect on the accuracy of the clock.

**Packet Delay Variation**

This is the main issue affecting the accuracy and stability of slave clocks when using packet timing protocols such as PTP. The variation in delay from packet to packet through the network induces noise in the slave’s perception of the time at the master. Constant delay would cause a fixed offset, however variable delay causes a varying estimate of the offset. The performance of the slave is affected by both the magnitude of this variation, and how effective the slave’s filter is at removing this noise.

Packet delay variation (PDV) is caused both by the network elements themselves (e.g. switches or routers), the physical network layer, and even the topology of the network. It tends to be correlated to network load, i.e. if the amount of traffic in the network increases, the delay variation is also likely to increase. A detailed discussion of the different causes of packet delay variation is given in the companion white paper “Framework for Synchronization and Timing in Next Generation Networks: Packet Timing Technologies” [9].

**PTP Deployment Guidelines**

The deployment guidelines have been split into two sections. “Engineering Guidelines” deals with parameters that can be controlled at the network or system design stage, and need to be considered in advance of deploying a packet timing system. “Operational Guidelines” deals with parameters that can be controlled once the packet timing system is in operation.

**Engineering Guidelines**

**Local Oscillator Type**

The choice of the local oscillator at the client affects the performance required from the network, because it affects the ability of the end equipment to filter out noise introduced by the network. The more stable a local oscillator, the longer the period over which the client can filter the network noise. This translates into the ability to tolerate larger networks or higher network traffic loads.

Typically, local oscillators are made from quartz crystals, which are sensitive to both temperature and voltage variations. Temperature variations may be reduced by using an active compensation system (e.g. temperature compensated crystal oscillators, or TCXOs), or simply shielded out by using an oven running at a constant temperature (e.g. ovenized or double-ovenized crystal oscillators, OCXO or DOCXOs). Extremely stable oscillators, such as DOCXOs, need very little tuning to remain within the frequency specification. Therefore they can be used to filter the network noise with extremely long time constants, resulting in a very stable output clock and an increased ability to prevent network noise from coupling into the output.
Such oscillators come with not only a cost, but also a power penalty. For consumer products such as a femto-basestation, the cost constraints of the overall device prohibit the use of such stable oscillators. Femto-basestations are therefore more likely to use a TCXO. However, this means that the filter time constant must be reduced to avoid feeding the oscillator noise into the clock output. This in turn reduces the ability of the device to reject network noise, and leads to a tighter performance specification on the network.

The local oscillator therefore must be carefully chosen to balance the desired output clock stability, the cost of the client device, and the network performance limitations.

**Network Size and Topology**

**Operation over Native Ethernet Networks**

As described in section 6 above, the principal effect in packet networks that affects the performance of packet timing protocols such as PTP is variation of packet delay. As each network element and each network segment introduce some variation to the delay experienced by a flow of packets, the main way to control this effect is to limit the span of the network over which the protocol is deployed, and also the amount of traffic in that network.

The problem with this type of approach is that the “operational area” varies with a number of different parameters. These include the types of switches being used, the performance of the client device, and the stability of the local oscillator. For example, some switches may add more delay variation than others, due to the way they have been designed.

Therefore, Symmetricom has developed a new metric to quantify the suitability of a packet network for time distribution, called “Minimum Time Deviation” (MinTDEV) (see [7] for a full definition). This enables a mask to be developed to predict the performance of the output clock from the packet delay variation of the network, as quantified by the MinTDEV calculation. This mask is independent of the number or type of switches or network elements, and shows quickly whether the network is fit for purpose.

![FIG 5. MinTDEV Mask for GSM/UMTS Frequency Accuracy](image)

The MinTDEV mask appropriate to determine whether a PTP client is going to be capable of meeting the GSM or UMTS frequency accuracy requirement is shown in Figure 5. Two masks are shown dependent on the local oscillator in the client, since this affects the time constant of the client’s filter (see section 8.1.1). The mask is positioned based on the 2ppb budget allocation for the network domain calculated in section 6. The derivation of the mask is described more fully in Appendix 1.

**Application to Alternative Packet Network Access Technologies**

The above discussion has concentrated on an Ethernet-based packet network. However, when the packet timing flow has to go across other types of networks, the
physical network layer can affect the characteristics of the packet delay variation in different ways. The companion paper, "Synchronization in Next Generation Networks: Packet Timing Technologies" [9] describes this in more detail.

For these networks, such as the various types of DSL links, GPON and EPON, the MinTDEV metric may not be the best metric to use, and an alternative characterization technique may be required. At present, Symmetricom does not recommend the operation of packet timing technologies over such networks without careful evaluation of the conditions and testing of the devices to be used.

Grandmaster Performance Constraints

The budgeting process of section 6 yielded a performance constraint on the grandmaster clock of a fractional frequency offset of no more than 0.5ppb. This is satisfied by locking the grandmaster to a primary reference source such as a G.811 or Stratum 1 clock, which have a frequency accuracy of better than 1 part in $10^{-11}$.

The grandmaster may introduce temporary inaccuracies into this through quantization errors in the timestamps. The client device must be capable of filtering this noise out, in addition to the network noise. Over a 100s period (e.g. as appropriate for a TCXO), a phase offset of 50ns results in a frequency error of 0.5ppb. This implies that the maximum timestamp error should be less than 50ns. When operating into a client using a 1mHz filter, the timestamp accuracy can be permitted to be up to 500ns.

Distributed Masters

In general, the amount of noise introduced by the network increases with the power of the number of network elements between a PTP master and the client device. Therefore it is always good to minimize the number of network hops between the master and the client. This may be achieved by distributing the grandmasters around the network, or by the use of strategically placed boundary clocks to terminate the timing flow, and re-generate for the next network segment. For example, in Figure 6, it is better to place a boundary clock after 5 hops than to attempt to span the entire 10 hop network.

Redundancy Strategy

IEEE1588 version 2 describes an algorithm for a client to determine the best master within its field of view. The client then chooses this as its "grandmaster", or the master it is going to synchronize to. The algorithm is called the "Best Master Clock Algorithm", and it is dynamic, allowing the client to switch to an alternative master if the original master fails or is excessively masked by network noise. However, in some circumstances, operators may choose to define an alternative algorithm, or to manually configure clients to synchronize to a specific grandmaster device. For example, some operators may not want to give the freedom to clients to autonomously choose between masters. It may be better to manually configure clients, and then instruct all clients to switch to the same alternative master in the event of a failure, rather than potentially having each client listening to different masters.

No one method can be said to be better than another. The strategy chosen is dependent on the operator’s preference for managing the synchronization network, and needs to be considered at the engineering planning stage.

Operational Guidelines

Frequency of Timing Messages

The frequency of timing messages can be adjusted dynamically to adapt to changing conditions in the network.
network. The required frequency is dependent on several factors, for example the performance of the client device, the stability of the client’s local oscillator, and the amount of noise in the network.

It is important to note as mentioned in section 8.1.4, that the amount of noise introduced by the network increases with the power of the number of network elements between a PTP master and the client device. Therefore, doubling the number of timing messages does not double the reach of the network. If possible, it is better to manage the traffic load rather than increase the frequency of timing messages.

As a general guideline, Symmetricom recommend starting with 16 sync messages per second, and then adjust up or down as required.

The number of delay_request messages required by the client to fix the time offset is dependent on the client implementation. Some clients use the same number of delay_request as sync messages, while others make primary use of the sync messages, and then use a much reduced number of delay_request messages to fix the time offset.

Quality of Service
Carrier-class switches and routers are often designed with many options for addressing quality of service. These may include priority management, bandwidth reservation, load balancing, traffic policing and shaping, etc. However, in general, the key design parameter for a router is how fast it can move data from one place to another. All of these mechanisms actually impede the raw performance of a device in order to improve the general performance of a network.

A simple analogy is that of road traffic control – these even out the delays to road traffic across all users, but they do that by causing additional delay to some road users while other users are given a turn, for example at a traffic light controlled intersection. In doing so, the overall capacity of the road network is somewhat reduced from the maximum possible.

If it is possible, a switch or router will almost always give better performance for timing protocols if the various quality-of-service features are turned off. If QoS features must be used, the following general guidelines should be followed:

• If bandwidth reservation is used, ensure sufficient bandwidth is allocated to the timing traffic. However, be aware that bandwidth metering uses computational resources within the network element, and may cause additional queuing or delay while waiting for this computation.

• Never apply traffic shaping to timing traffic such as PTP. This will result in arbitrary delays to the timing messages, rendering them useless as far as synchronization is concerned. It is better to throw away a timing packet altogether [i.e. use traffic policing] than to arbitrarily delay it.

• If output queuing management is used, the use of a strict priority mechanism is recommended. Alternatives, such as round robin (RR) or weighted fair queuing (WFQ) result in arbitrary delays to timing packets while waiting for their turn. These delays vary depending on the implementation of the WFQ or RR algorithm.

In general, it is better to assign no priority than use techniques such as WFQ or RR.

Unicast vs. Multicast
PTP was originally intended as a multicast protocol. There seemed little point in sending individual streams of sync messages to each slave, so a multicast model appeared to be more efficient. However, in the telecoms network, this is not such an obvious choice. Unlike the closed, controlled, single purpose industrial networks that PTP was originally designed for, telecommunications networks have to handle data from all sorts of different applications, and the use of unicast messages may be more appropriate.

There are several reasons why the use of unicast can increase performance:

• Packet Replication – when a packet is multicast through a network, it needs to be replicated at each network element where it exits on multiple ports. This replication process takes time, and may add to the delay variation experienced by the packet in its journey from server to client.

• Priority – in a telecoms network environment, multicast traffic may sometimes be treated at lower priority, or even blocked altogether for operational reasons. With the increase in multicast traffic for applications such as broadcast video streaming, the amount of bandwidth and priority allocated to these traffic types is often limited to avoid bringing down the rest of the network.

• Client Resource Limitation – with a multicast model, every message transmitted has
to be examined by every device in the multicast group. This means that the clients end up listening to all the delay-request and delay-response messages produced by or for other clients, leading to the client’s processor being saturated by passing messages up the protocol stack that it throws away. Clients are supposed to be the lowest-cost elements of the synchronization eco-system, and hence, it is important to minimize the amount of processing power required. While this can be solved by adopting multicast solely for sync messages, or building hardware into the client to throw these messages away before they reach the protocol stack, both of these increase the complexity of either the client or the overall system.

Network Performance Metrics
As described in section 8.1.1, Symmetricom is leading the development of new metrics to quantify the performance of the network, such as Minimum Time Deviation (MinTDEV). Such metrics need to be continuously monitored, and the operator needs to know how to control the network performance to maintain them within the budgeted performance.

At present the primary means of controlling the MinTDEV is to reduce the amount of traffic within the network, using admission control on the non-PTP traffic to manage the load. Secondly, above 80% traffic loads switch and router performance can degrade significantly, and becomes very dependent on implementation. Therefore the network should always be operated below this "knee point".

Conclusion

PTP Application
With the migration from TDM to NGN, the challenge for the network operator, the network planning engineers, and the network element vendors, is to be able to provision a packet-based frequency delivery of the quality, accuracy, and consistency that enables time and delay-sensitive applications with equal or better quality than those available today. To meet such stringent requirements these services have to be delivered with carrier class availability and reliability, and with rich measurement, diagnostic, and management features that fit the operational model already established in service provider operations centers.

Packet-based networking is now entering a new phase; best-effort data is no longer the only service offered, and high QoS is now considered fundamental to the operation of robust services and applications. The delivery of synchronization and time using a packet protocol such as PTP is such a service. Engineering PTP will significantly therefore change the way that service providers deploy and manage both frequency syntonization (synchronization) and time services.

Mobile wireless operators and vendors of wireless network elements such as base stations [Node B or BTS] and the Radio Network Controllers [RNC] are in the forefront of investigations into PTP because of the compelling economics of a move away from E1/T1 TDM transport to packet-based transport for wireless backhaul. The move to Ethernet transport is also a catalyst for change in the synchronization instances that enable networks to deliver real time and mobility services. The objective of this document therefore has been to examine the application of PTP to GSM and UMTS wireless backhaul, the most cost sensitive part of the Mobile Network, and the domain in which PTP plays a critical role.

Key Considerations for Deployment of PTP
Several conditions must exist for PTP to be deployed as the synchronization technology. The first is that the underlying network is built on a packet-based transport technology, such as native Ethernet, without embedded synchronization or time services available. Secondly, deployment of PTP requires that the access nodes or end stations should be enabled with PTP client functionality. A third condition is that the network is to provide mission critical real-time services and applications; mobile network services such as wireless backhaul impose stringent frequency and time requirements on the underlying transport as we have seen above. Finally, the underlying network architecture is also important in order to determine the placement of the PTP Grand Master Clock (GM) servers.

The location and distribution model of the GM is critical for the overall accuracy, consistency, and cost of the synchronization service and the choice made here can seriously impact the performance of the network. To determine exactly how and where GM servers are deployed, the network planner has to take into factors such as potential network load, congestion – especially at the aggregation points of the network – and the performance of the individual network elements. The Minimum Time Deviation (MinTDEV) analysis shown in this document enables an explicit evaluation of the tolerable noise budget on the access and aggregation links. This is a major benefit in determining the placement of the GM servers with reference to this overall network performance.
To avoid excess accumulation of delay or packet jitter in propagation of PTP, it is advisable to deploy the Grand Master servers as close as possible to the edge devices. However, the actual hop count will be determined by factors other than just the underlying transport technology. In addition to the overall network load and congestion state, these include the efficiency of the network elements on the packet path, the stability of the local oscillator on the final access device, and finally the quality of the PTP client servo algorithms.

Grand Master Clock server placement will also be affected by innate scale factors such as the CPU performance limitations of the Grand Master servers, and reliability considerations. For the latter, the critical importance of synchronization and timing services implies that the network architect will require redundant Grand Masters each of which is able to provide consistent PTP service to the clients. Cautious engineering will ensure the GM is deployed at the point where it is most effective and least risk, most probably at the aggregation point nearest the fan out to the end stations. Thus to ensure carrier class availability of the PTP GM the network planner must carefully evaluate the number of active clients per server under various failure conditions (capacity planning), the redundancy architecture of the servers, and the quality and type of network element in terms of impact on propagation of PTP.

To understand how PTP will add value in this environment it is important for network planning, operations, service engineering, and eventually of course cost-benefit analysis, to have an evaluation tool that will enable the operator to predict the performance of the network whatever the underlying transport mode. The deployment of packet-based networks and the migration to NGN has therefore introduced a need to analyze the performance of synchronization and timing instances in a network in a different way from the methodologies used in TDM networks.

New Metrics

The analytical method presented in this document, Minimum Time Deviation, is a new and highly effective way of analyzing the service capability of a network by looking at the underlying noise budget and its impact on the transport of a synchronization or time service. Although the focus of this document is to discuss packet-based wireless backhaul for GSM/UMTS over native Ethernet transport, the technique can be applied to every network element, to every transport technology, and in every network domain. It introduces an innovative and fundamental parameter that enables the operator to characterize a network in terms of applications and services supported by the deployed synchronization architecture. Moreover, MinTDEV is not just applicable to packet networking; it is equally applicable to TDM transport and enables comparisons between TDM and packet-based access in environments such as wireless backhaul.

About Symmetricom and PTP

Symmetricom is a global leader in innovating, architecting, and delivering synchronization and time solutions to the networking industry. Symmetricom PTP solutions exploit and rely on this well established leadership and on the capabilities of the Symmetricom carrier-class SSU platforms, TimeHub and SSU2000, and the TimePictra suite of management tools. The Symmetricom carrier-class PTP blade can be simply deployed into any existing Symmetricom SSU, and immediately begin to provide a rich suite of PTP Grand Master services. Redundancy of a mission-critical service is a fundamental operational parameter and is enabled in Symmetricom SSUs by the simple deployment of a second PTP card to enable redundancy at card, link, and port level. Integration of the management layer of Symmetricom PTP cards is seamless and provides a rich feature set enabling the service provider to ensure rapid service provision to the PTP clients installed on the network.

As the industry leader in this domain, Symmetricom has taken the initiative to deliver a suite of advanced synchronization solutions, which includes PTP, to the networking industry under the Framework for Synchronization and Timing in Next Generation Networks. The Framework not only outlines a methodology for analyzing and understanding the different time and synchronization technologies available, including legacy (TDM), NGN physical layer, and packet-based implementations, but it also determines the inter-working scenarios for these different technologies.

Symmetricom has taken a leading role in the development of new NGN metrics and analytical tools such as MinTDEV that will allow network planners and synchronization experts to drive coherent network synchronization into NGN systems.

Symmetricom PTP is a leading-edge best-in-class implementation of this new standard for synchronization. It leverages Symmetricom’s well established experience in this domain, and adds new and vital features that facilitate and enhance NGN services.
Appendix

Derivation of the Minimum Time Deviation Mask

As described in section 6 above, the principal effect in packet networks that affects the performance of packet timing protocols, such as PTP, is variation of packet delay. As each network element and each network segment introduce some variation to the delay experienced by a flow of packets, the main way to control this effect is to limit the span of the network over which the protocol is deployed, and also the amount of traffic in that network.

Empirical Behaviour

A graphical way to show how the size of the network and the amount of traffic affects the stability of the packet timing client is given in Figure 7, which illustrates the “operational area” for a network. This graph was based on both characterization of the network PDV and the performance of a particular client device, measured across a network with varying numbers of switches and traffic loads.

![FIG 7. Operational Area for GSM/UMTS over Symmetricom Test Network](image)

The problem with this type of approach is that the operational area varies with a number of different parameters. These include the types of switches being used, the performance of the client device, and the stability of the local oscillator. There is no way of calculating where the boundary might be, other than by empirical means through observation and measurement. Even these measurements are only valid for the network it is tested over.

Characterization of PDV

Symmetricom has developed a new metric to quantify the suitability of a packet network for time distribution, called “Minimum Time Deviation” \([7]\). In essence, most client servo algorithms make use of the fact that the fastest packets traverse the network at an approximately constant rate (an observation made in the development of the NTP specification back in 1989, see RFC1129 \([8]\)).

For example, Figure 9 shows histograms of packet delay measured through a 10-switch network at different loads. The highlighted peaks show those packets that traverse the network without being queued at any of the switches. This is the fastest that any packet can travel through the network. As the load increases, the probability of being queued at one or more switches increases, but the minimum packet delay through the network remains constant, at least up to the point where the “minimum peak” disappears altogether (i.e. where the probability of not being queued at any of the switches becomes vanishingly small). This feature can be used in a packet selection process to discard the packets that are going to cause the biggest errors in the time calculation.
Minimum Time Deviation is a measure of both how constant this minimum delay is, and the frequency of occurrence of packets experiencing the minimum delay. It measures the minimum delay over a series of three consecutive time intervals, and calculates the variation between the minimum delay values between these intervals. The time intervals are progressively widened, giving an idea of how long the wait is for a minimum delayed packet. The actual calculation is derived from the Allan deviation used for characterizing oscillator stability, and will be described in more detail in a forthcoming white paper from Symmetricom.

An example of a Minimum Time Deviation plot is shown in Figure 9. A mask has been drawn on the diagram – provided the plot is below the mask, there is enough information in the packet timing messages for the client to be able to produce a stable clock. The horizontal section of the mask is derived from the maximum phase or time deviation permitted by the application, while the diagonal section represents the filter characteristic. They intersect at the corner frequency for the filter, which is determined by the stability of the local oscillator (see section 8.1.3).

Such masks provide a means to quantify the network performance independent of the number of switches or network elements. For example, some switches may add more delay variation than others due to the way they have been designed. Software-based switches or routers are generally more variable than hardware-based devices, and hence the hop count for these devices might have to be reduced. However, the Minimum Time Deviation performance is independent...
of this, and shows quickly whether the network is fit for purpose.

**Derivation of a MinTDEV Mask for GSM/UMTS Operation**

The first task is to set the filter corner. Here the decision is based on the characteristics of the local oscillator. The filter must be narrow enough to be able to effectively filter network noise, but wide enough to allow for effective compensation of oscillator noise.

For a good quality temperature-compensated crystal oscillator (TCXO), experience suggests that the corner frequency can be in the region of 10mHz without coupling too much oscillator noise in the output. For an ovenized oscillator (OCXO), the passband can be narrowed to 1mHz. This suggests that the corner should be at 100s for a TCXO, or 1000s for an OCXO.

The second task is to set the horizontal “floor” of the mask. For GSM and UMTS operation there is a frequency accuracy requirement rather than a phase or time accuracy limit. Therefore the approach is to calculate how much phase wander would be generated at the maximum frequency offset over the bandwidth of the filter. Section 6 indicated that a noise budget of around 2ppb could be allocated to the network domain. This equates to a phase movement of 0.2ms over a 100s period, or 2ms over a 1000s period.

The result is the pair of MinTDEV masks shown in Figure 10:

**Comparison to Measured PDV Results**

Symmetricom has done a characterization of the packet delay of switched Ethernet networks, covering all the points illustrated in Figure 7. The “baseline configuration” used was a collection of Netgear FS108 100BaseT full duplex switches, tested in a configuration very similar to that suggested in ITU-T Recommendation G.8261, Appendix VI.

This section examines the characteristics of this network, and how the MinTDEV performance compares to the mask in Figure 10.

Figure 11 shows the MinTDEV plots for 6 switches at 0%, 20%, 40%, 60% and 80% traffic loads. As can be seen, the 80% plot is well outside the TCXO mask, while the 60% plot is borderline – it meets the floor of the mask, but is just outside the slope. This indicates that the output clock should be within specification up to about 60% load on this network. However, if an OCXO is used with a 1mHz smoothing characteristic, the clock should be within specification at 80% load too.

Figure 12 shows the MinTDEV plots for 8 switches at the same traffic loads. This time, the 60% plot is well over the mask, indicating that the output clock may be outside specification at loads above 40-50%. At 80% load, the plot never falls to a floor, indicating that the minimum delayed packets are extremely rare. Even with an OCXO, it is likely that the recovered clock will be outside of the required specification.

Figure 13 shows the MinTDEV plots for 10 switches at the same traffic loads. Again the 60% plot is well over the mask, and now the 40% plot is borderline, just starting to breach the mask in places. Using an OCXO, brings the 40% and 60% plots below the mask, but as before, at 80% load the plot has no floor, indicating that the recovered clock will be outside of specification with whatever local oscillator is chosen.
FIG 11. MinTDEV plots for 6 Switches with Varying Traffic Loads

FIG 12. MinTDEV plots for 8 Switches with Varying Traffic Loads

FIG 13. MinTDEV plots for 10 Switches with Varying Traffic Loads
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Abbreviations and Definitions

3GPP 3rd Generation Project Partnership
ADSL Asymmetric Digital Subscriber Line
CDMA Code Division Multiplexed Access
CO Central Office
CRC Cyclic Redundancy Check
DO CXO Double Oven Compensated Crystal Oscillator
DSL Digital Subscriber Line
EDGE Enhanced Data Rates for GSM Evolution
EPON Ethernet Passive Optical Network
GERAN GSM-EDGE Radio Access Network
GM Grand Master clock server
GPON Gigabit Passive Optical Network
GSM Global System for Mobile Communications
HSDPA High Speed Download Packet Access
HSUPA High Speed Upload Packet Access
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IP Internet Protocol (e.g. IPv4 – Internet Protocol version 4; IPv6 – Internet Protocol version 6)
ITU-T International Telecommunications Union – Telecommunications Standards Bureau
MinTDEV Minimum Time Deviation
NGN Next Generation Network
Node B UMTS radio basestation
NTP Network Time Protocol
OCXO Oven Compensated Crystal Oscillator
PDV Packet Delay Variation
PLL Phase Locked Loop
PRC Primary Reference Clock
PTP Precision Time Protocol
QoS Quality of Service
RF Radio Frequency
RMS Root Mean Square
RNC Radio Network Controller
RNS Radio Network Subsystem
RR Round Robin
SHDSL Symmetric High Speed Digital Subscriber Line
SP Strict Priority
TCXO Temperature Compensated Crystal Oscillator
TDEV Time Deviation
TDM Time Division Multiplexing
UDP User Datagram Protocol
UMTS Universal Mobile Telephony Service
UMTS-FDD Universal Mobile Telephony Service – Frequency Division Duplexing
UTRAN UMTS Transport Radio Access Network
VDSL Very high speed Digital Subscriber Line
WFQ Weighted Fair Queuing
WiMAX Worldwide Interoperability for Microwave Access
xDSL Digital Subscriber Line (of various types, e.g. ADSL, VDSL, SHDSL)